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(57) ABSTRACT

A method for iteratively decoding a word of a correcting
code by an iterative decoding algorithm in the course of
which, for each bit of said code word, at least one extrinsic
information item is generated at each iteration, includes the
following steps: an initial step of decoding by means of said
iterative decoding algorithm; simultaneously, for each bit of
said code word, a step of developing a criterion representing
the number of oscillations of at least one extrinsic informa-
tion item or of one extrinsic information item with regard to
another extrinsic information item; if the decoding does not
converge; a step of modifying the value of the bit of said
code word for which said number of oscillations is highest;
and, an additional step of decoding said at least one modified
code word by means of said iterative decoding algorithm.

18 Claims, 4 Drawing Sheets
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1
METHOD FOR DECODING A CORRECTING
CODE WITH MESSAGE PASSING, IN
PARTICULAR FOR DECODING LDPC
CODES OR TURBO CODES

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to foreign French patent
application No. FR 1301859, filed on Aug. 2, 2013, the
disclosure of which is incorporated by reference in its
entirety.

FIELD OF THE INVENTION

The present invention relates to the field of digital tele-
communications and more precisely to the field of channel
encoding, which concerns the use of correcting codes with
the aim of increasing the level of redundancy of the trans-
mitted information so as to be able to reconstruct the initially
generated message despite the errors introduced during the
transmission of this message over an imperfect propagation
channel.

The invention relates in particular to a method for
improved decoding of a correcting code applicable to decod-
ing algorithms with message passing. The invention can
advantageously be applied to LDPC (“Low Density Parity
Check™) codes and to turbo codes but also to any other
correcting code that can be represented via a parity matrix
and that can be iteratively decoded by means of a message-
passing algorithm in the course of which extrinsic informa-
tion items are generated, for each bit to be decoded, with the
aim of improving the reliability of the decisions in the course
of the iterations.

BACKGROUND

The families of correcting codes that can be decoded
iteratively are particular families of channel encoding that
notably comprise LDPC codes and turbo codes. Hereinafter
the expression “codes of the turbo family” will be used to
denote all the correcting codes that can be represented by a
parity matrix and that can be decoded iteratively by means
of a message-passing algorithm.

These codes make it possible to obtain a good perfor-
mance in terms of packet or bit error rate as a function of the
signal-to-noise ratio, but do have two major drawbacks.

Firstly, the performance of these codes has a floor below
which the error rate no longer decreases despite an increase
in the signal-to-noise ratio at reception. This phenomenon is
known in the field by the name “error floor”.

Secondly, the performance of these codes is substantially
degraded for small packet sizes (typically of 100 to 500
bits). Indeed, even if these code families are known for
making it possible to asymptotically approach the theoretical
channel capacity in the sense of Shannon’s theorem, the
difference with respect to the capacity actually achieved, for
small packet sizes, is often considerable.

A first known solution for improving the performance of
codes of the turbo family consists in supplementing it with
an external code, of BCH code or Reed-Solomon code type,
to form a concatenated encoding scheme. This method,
although effective in performance terms, has the drawback
of decreasing the useful throughput of the transmission.

A second known solution, described in reference consists
in analysing the spectrum of the code words in order to
identify the least protected bits in the frame produced at the
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decoding input. Indeed, for such codes, not all the bits are
equally protected and the effect of an error on a given bit is
therefore not the same as that of an error on another bit.
Once the set Q of these bits has been determined, a turbo
encoder inserts known bits at the positions signified by the
set Q. As a consequence, upon decoding, the set Q and the
values of the inserted bits being known, a considerable level
of reliability is declared at the input of the turbo-decoder in
order to improve the performance thereof. The inserted bits
are then withdrawn at the output of the turbo-decoder in
order to retrieve the initial information frame.

Again, this technique has the drawback of decreasing the
effective yield of the code since information bits are
removed and replaced by bits of known values.

A third solution, proposed in [3], consists in introducing
pulses at certain positions of the input frame of the decoder.
These positions are determined on the basis of the likelihood
information of the bits at the decoder input. The likelihoods
are sorted only according to their magnitude and the pulses
are introduced one by one into the frame, starting with the
least reliable likelihoods.

This method is effective, but its main flaw is that it is very
complex to implement. Indeed, it appears effective for a
large number of positions and is based on the principle that
all the bits in the frame have the same importance, which is
not the case for a code of the turbo family.

A fourth solution, described in reference [4], consists in
modifying the decision rules of the decoder in order to take
advantage of the diversity of the decoder.

This method only works for LDPC codes and not for other
codes of the same family. Moreover it requires a complex
parameterization of the decoder.

Finally, the solution described in [5], which consists in
attempting to identify a certain number of erroneous nodes
in the graph of the decoder in order to carry out several
decoding passes, is also known. However, this method has
a high degree of complexity because the proposed algorithm
requires the preservation of all the messages exchanged by
the decoder in the course of the various decoding attempts.
Furthermore, the method described in [5] is only compatible
with a particular type of decoding algorithm and only works
with soft input values.

SUMMARY OF THE INVENTION

In order to remedy the aforementioned limitations of the
known solutions, the present invention proposes an iterative
decoding method that makes it possible to approach the
performance of maximum likelihood decoding.

The method according to the invention is based on the
identification, at the decoder input, of the least reliable bits
on the basis of the sign changes of the extrinsic information
items exchanged in the course of the iterative decoding, the
decoding algorithm employed being of “message passing”
type, i.e., for each bit to be decoded, an extrinsic information
item is generated at each decoding iteration with the aim of
improving the reliability of the decoding decision.

The subject of the invention is thus a method for itera-
tively decoding a word of a correcting code by means of an
iterative decoding algorithm in the course of which, for each
bit of said code word, at least one extrinsic information item
is generated at each iteration, said method being character-
ized in that it includes the following steps:

an initial step of decoding by means of said iterative

decoding algorithm,

simultaneously with said iterative decoding, for each bit

of said code word, a step of developing a criterion
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representing the number of oscillations, in the course of
the successive decoding iterations, of at least one
extrinsic information item or of one extrinsic informa-
tion item with regard to another extrinsic information
item,

if the decoding does not converge,

a step of modifying the value of the bit of said code word
for which said number of oscillations is highest, to
produce at least one modified code word,

an additional step of decoding said at least one modified
code word by means of said iterative decoding algo-
rithm.

According to a particular aspect of the invention, the step
of modifying the value of one bit of the code word and of
decoding the modified code word are iterated while modi-
fying, at each iteration, the value of the bit of said code word
for which said number of oscillations is highest among the
bits whose value has not been modified in a previous
iteration.

According to a particular aspect of the invention,

simultaneously with the additional decoding step, for each
bit of said code word, a new step of developing a
criterion representing the number of oscillations, in the
course of the successive decoding iterations, of at least
one extrinsic information item or of one extrinsic
information item with regard to another extrinsic infor-
mation item, is carried out,

the step of modifying the value of one bit of the code word
and of decoding the modified code word are iterated
while:

i. preserving the modification or modifications of bit
values effected in the previous iterations, and

ii. moditying the value of the bit of said code word for
which said number of oscillations is highest in the
additional decoding step carried out in the previous
iteration.

According to a particular aspect of the invention, the
iterations of the steps of modifying the value of one bit of the
code word and of decoding the modified code word are
stopped at the end of a given number of iterations.

According to a particular aspect of the invention, the
iterations of the steps of modifying the value of one bit of the
code word and of decoding the modified code word are
stopped as soon as the decoder converges.

According to a particular aspect of the invention, when
the decoder converges, the decoded word is saved in a list,
the iterations of the steps of modifying the value of one bit
of the code word and of decoding the modified code word
being stopped as soon as the list reaches a predetermined
number of elements.

According to a particular aspect of the invention, the
method furthermore comprises a step of computing, for each
element in the list of the decoded words, a criterion of
likelihood and selection of the decoded word that optimizes
said likelihood criterion.

According to a particular aspect of the invention, said
iterative decoding algorithm includes the use of a bipartite
graph, called a Tanner graph, comprising a plurality of first
nodes, called variable nodes, each variable node being
associated with one bit of said code word, said graph
furthermore comprising a plurality of second nodes, called
check nodes, each variable node being connected to at least
one check node to receive an extrinsic information item
from said check node, said criterion representing the number
of oscillations being chosen to be equal to the number of
sign changes, in the course of the successive decoding
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iterations, of an extrinsic information item received by a
variable node originating from a check node.

According to a particular aspect of the invention, the
counting of the number of sign changes of an extrinsic
information item is carried out on all the extrinsic informa-
tion items received by a variable node originating from a
check node.

According to a particular aspect of the invention, a global
extrinsic information item is computed on the basis of all the
extrinsic information items received by a variable node
originating from a check node and the counting of the
number of sign changes of an extrinsic information item is
carried out on the global extrinsic information item.

According to a particular aspect of the invention, said
correcting code is an LDPC code.

According to a particular aspect of the invention, said
correcting code is a turbo code, said iterative decoding
algorithm includes the use of a first decoder and of a second
decoder capable of exchanging with each other a first
extrinsic information item and a second extrinsic informa-
tion item, said criterion representing the number of oscilla-
tions being chosen to be equal to the number of sign
changes, in the course of the successive iterations of said
iterative decoding algorithm, of the extrinsic information
item received by the second decoder or to the number of sign
changes, in the course of the successive iterations of said
iterative decoding algorithm, of the extrinsic information
item received by the second decoder and of the extrinsic
information item received by the first decoder or to the
number of sign differences, in the course of the successive
iterations of said iterative decoding algorithm, between the
extrinsic information item received by the second decoder
and the extrinsic information item received by the first
decoder in the course of one iteration or one half-iteration.

According to a particular aspect of the invention, said
code word contains binary values and said step of modifying
the value of one bit of said code word consists in inverting
the value of said bit.

According to another particular aspect of the invention,
said code word contains soft values and said step of modi-
fying the value of one bit of said code word consists in
saturating the value of said bit to a positive maximum
saturation value and to a negative minimum saturation value
respectively, so as to produce two modified code words.

According to a particular aspect of the invention, the
iterations of the steps of modifying the value of one bit of the
code word and of decoding the modified code word are
represented in the form of a tree whose nodes each corre-
spond to a decoding iteration associated with one of the two
saturation values from among the positive maximum value
and the negative minimum value, said tree being traversed
either width-wise or depth-wise.

According to a particular aspect of the invention, when
the decoding iteration associated with a node of said tree has
converged, the child nodes of said node are not traversed.

Another subject of the invention is a system for receiving
communications comprising means adapted for executing
the steps of the iterative decoding method according to the
invention, a computer program including instructions for
executing the iterative decoding method according to the
invention, when the program is executed by a processor, and
a storage medium readable by a processor on which a
program is stored including instructions for executing the
iterative decoding method according to the invention, when
the program is executed by a processor.
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BRIEF DESCRIPTION OF THE DRAWINGS

Other features and advantages of the present invention
will become more apparent upon reading the following
description, with reference to the appended drawings which
represent:

FIG. 1, a flow chart describing the steps of implementing
the method according to the invention,

FIG. 2, a diagram illustrating the representation of a
correcting code of LDPC type by means of a Tanner graph,

FIGS. 3a and 354, two diagrams illustrating, in a particular
step of the method, the use of a tree and its traversal
according to two different embodiments of the invention,

FIG. 4, a diagram illustrating the exchanges of extrinsic
information items during the decoding of a turbo code.

DETAILED DESCRIPTION

FIG. 1 describes, in a flow chart, the sequence of steps for
implementing the method according to the invention for
decoding a code word of a given correcting code.

Firstly, a first embodiment of the invention adapted for
decoding LDPC codes will be described.

In a preliminary step 101, a first instance of decoding is
executed for decoding the code word. According to a first
embodiment of the invention, the decoding algorithm used
is based on the employment of a bipartite graph, called a
Tanner graph. Such a graph is notably adapted for decoding
LDPC codes.

The reference text [1], and in particular Chapter 5 entitled
“Low-density parity-check codes”, describes in detail the
use of a Tanner graph for decoding an LDPC code and
various decoding algorithms based on such a graph (in
particular the sum-product algorithm). The decoding algo-
rithm used in the preliminary step 101 of the method
according to the invention can be one of those described in
Chapter 5 of said text or any other equivalent algorithm on
the condition that it is based on a bipartite Tanner graph.
Such an algorithm will not be described in detail in the
present document because those skilled in the art, expert in
correcting codes, will be able to refer to the text [1] or any
other reference text in the field to implement this algorithm.

A Tanner graph is a bipartite graph composed of two types
of nodes. A first type of node is called variable node or else
code-bit node according to custom. The variable nodes are
each associated with one bit of the code word produced at
the input of the decoding algorithm. There are therefore as
many variable nodes as bits in the code word to be decoded.
Each variable node is connected to one or more check nodes
or constraint nodes. The number of check nodes is equal to
the number of rows of the parity matrix of the correcting
code. A check node of index i is connected to a variable node
of'index j if and only if the element of the row i and of the
column j of the parity matrix of the code is equal to 1.

FIG. 2 represents a portion of a Tanner graph comprising
a variable node V; and a check node C, linked to each other.
On the example in FIG. 2, the variable node V; is also
connected to three other check nodes. The variable node V;
is initialized with the value L, of the bit of index j of the code
word received at the input of the algorithm. This value can
be binary but is most often a so-called soft value equal to the
logarithm-likelihood ratio LLR. At each iteration of the
decoding algorithm, the variable node V, transmits an extrin-
sic information item Lj_>l. to the check nodes to which it is
connected and receives an extrinsic information item Li_>j
from the check nodes to which it is connected.
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The concept of extrinsic information item is well-known
in the field and is for example explained in the reference text
[1], Chapter 5. It can be equal to an information item of the
logarithm-likelihood ratio type. The likelihood ratio is
defined by the ratio of the probability of having one bit at 0
knowing the received code word and the probability of
having one bit at 1 knowing the received code word.

Simultaneously with the decoding and for each variable
node associated with each bit of the code word to be
decoded, the number of sign changes of the extrinsic infor-
mation item received by the variable node is recorded and
saved until the end of the decoding.

The number of sign changes can be counted over all of the
extrinsic information items received by the variable node,
originating from all the check nodes to which it is connected
or by computing beforehand a global extrinsic information
item equal to the sum of the received extrinsic information
items then by counting the number of sign changes of the
global extrinsic information item.

At the end of the decoding, there is therefore, for each
decoded bit, an associated item of information about the
number of sign changes of the extrinsic information item
received by the variable node associated with this bit.

This information item gives an indication of the reliability
of'the decoded bit and is used, hereinafter, for improving the
decoding by carrying out one or more successive decoding
passes.

If the decoding carried out in the preliminary step 101
converges, then the decoded word obtained is retained and
the process is stopped. In a variant embodiment, the decoded
word is added to a list of several decoded words from which
the most likely word will be chosen, according to a criterion
described in more detail hereinafter.

The criterion of convergence used can be any usual
criterion, in particular this criterion can consist of a check of
a CRC code supplementing the received code word, a
syndrome detection, or any other criterion making it pos-
sible to define a convergence of the decoding algorithm.

If the decoding carried out in the preliminary step 101
does not converge, then, in a new step 102 of the method
according to the invention, in the code word produced at the
input of the decoding algorithm, the bit is identified that
corresponds to the variable node of the Tanner graph for
which the number of sign changes of the received extrinsic
information item is highest. The value of the identified bit is
then modified in order to produce a modified code word.

The modification effected on the identified bit differs
according to whether the code word produced at the input of
the method is binary or is composed of soft values. In the
first case, the value of the bit is modified by inverting the
identified bit, i.e. by modifying its value from 0 to 1 or from
1 to 0. In the second case, the value of the bit is saturated at
the maximum and minimum possible values according to the
range of variation of the soft values. For example, if a soft
value is quantified to vary between the terminals —S and +S,
where S is a positive number, then the modification of the
identified bit consists in saturating the value of this bit
respectively at the value +S and at the value -S so as to
produce two modified code words.

This modification makes it possible to assist the decoder
by making a prior decision on the bit identified as poorly
reliable due to the many sign changes of the associated
extrinsic information item, which are an expression of
instability in the decision-making of the decoder.

In a following step 103, the decoding method is repeated,
using the same decoding algorithm as in the preliminary step
101 but applying it to the modified code word. In the case
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where two modified code words are produced, the step 103
consists in executing the decoding algorithm on these two
words in alternation.

The steps 102 and 103 are iterated several times until a
stop test 104 is verified.

Several variant embodiments of the iterations of the steps
102, 103, 104 will now be described.

In a first variant, at each iteration, the value of the bit of
the code word associated with the variable node for which
the number of sign changes of the received extrinsic infor-
mation item is highest, among the bits whose value has not
been modified at a previous iteration, is modified.

In other words, the bits of the code word are sorted in
decreasing order of the associated number of sign changes,
then the decoding 103 is executed while modifying, at each
iteration, the value of the following bit, in the predefined
decreasing order. At each new iteration, the code word is
reset before modifying the value of a single one of its bits.

This variant has the advantage of having low complexity
because it only requires a single count of the sign changes
in the initial decoding pass.

In a second variant, at each decoding iteration 103, a new
count of the number of sign changes of the extrinsic infor-
mation item received by each variable node, in the course of
the decoding 103, is carried out and, in the code word
modified in the previous iteration, the value of the bit
associated with the variable node for which the number of
sign changes is highest is modified.

This second variant has the advantage of an improvement
in decoding performance because the decision assistance, in
the form of modification of the bits of the code word, is
refined by successive iterations.

In this second variant and in the case where the code word
includes soft values, the decoding iterations 103 can be
represented in the form of a tree as illustrated in FIGS. 3a
and 3b.

In such a tree 300, the nodes 301, 302, 303, 304 of the tree
each correspond to one decoding iteration associated with
one of the two saturation values —S, +S of the modified bit.

The tree 300 can first be traversed width-wise, as illus-
trated in FIG. 3a. In this case, the first decoding iteration IT1
is applied to the initial code word modified with the positive
saturation value +S, then the second decoding iteration T2
is applied to the initial code word modified with the negative
saturation value —S. Next, the second depth level of the tree
is traversed. In other words, the third decoding iteration IT3
is applied to the code word modified at the first iteration
modified with the positive saturation value +S, the fourth
decoding iteration 1T4 is applied to the code word modified
at the first iteration modified with the negative saturation
value -S, the fifth decoding iteration IT5 is applied to the
code word modified at the second iteration modified with the
positive saturation value +S, the sixth decoding iteration IT6
is applied to the code word modified at the second iteration
modified with the negative saturation value —S. The follow-
ing depth levels of the tree are traversed in the same way. At
each iteration, the code word modified in the preceding step
is preserved and the value of the bit associated with the
variable node for which the number of sign changes of the
received extrinsic information item is highest is modified.

The number of depth levels, in other words the maximum
number of iterations, is set a priori.

FIG. 3b represents the same tree but illustrates a traversal
of the tree that is depth-wise, and not width-wise as in FIG.
3a.

In the variant represented in FIG. 35, the tree is traversed
by testing on the one hand the child nodes of the node 301
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corresponding to the initial code word modified with the
positive saturation value +S and on the other hand the child
nodes of the node 302 corresponding to the initial code word
modified with the negative saturation value -S.

This variant offers the advantage of being able to perform
the decoding iterations in parallel while simultaneously
carrying out the iterations resulting from the node 301 and
those resulting from the node 302.

Whatever the method of traversal of the tree, in another
variant embodiment, the tree can be pruned by eliminating
the child nodes of a node corresponding to an iteration that
has resulted in the convergence of the decoder. Indeed, if the
decoder converges, the probability of finding another, more
likely candidate for the decoded word among the child nodes
is infinitely small. The pruning of the tree makes it possible
to decrease its complexity by removing useless decoding
iterations.

The stop test 104 used for stopping the decoding iterations
103 can take several forms.

In a first variant, the iterations 102, 103 are stopped as
soon as the decoder converges.

In a second variant, the iterations 102, 103 are stopped at
the end of a predetermined number of iterations, for example
corresponding to a degree of depth of the tree 300.

In a variant embodiment of the invention, a group 110 of
additional steps is executed before determining the retained
decoded word.

In a first step 105 of this group 110, the decoded words
obtained at the end of the stop test 104 or at the end of the
first initial decoding pass 101, in the case where the decoder
has converged, are stored in a list of candidate decoded
words. This list has a predetermined size, for example equal
to a maximum of three candidates.

For each candidate in the list, a criterion of likelihood of
the decoded word is computed.

When 106 the number of candidate words is equal to the
maximum number of words in the list, the candidate that
makes it possible to optimize the likelihood criterion is
chosen 107.

These additional steps 105, 106, 107 make it possible to
further improve the decoding performance by selecting the
most likely decoded word from among several candidates.

The likelihood criterion used depends on the nature of the
code word at the decoder input.

If the code word contains binary data, the criterion can
consist in pair-wise summation of the products of the
modulated received bit (i.e. that can take the values +1 or
-1) at the decoder input and the modulated decided bit of the
candidate decoded word then in selecting the candidate
decoded word that maximizes this criterion.

If the code word contains soft data, the criterion can
consist in pair-wise summation of the products of the
likelihood of the bit received at the decoder input and the
modulated decided bit of the candidate decoded word then
in selecting the candidate decoded word that maximizes this
criterion.

Any other equivalent likelihood criteria, known in the
field of algorithms for decoding correcting codes, can be
used instead and in place of the two aforementioned criteria.

According to a second embodiment of the invention, the
decoding method can also apply to turbo codes.

In this case the decoding algorithm used to execute the
steps 101 and 103 of the method according to the invention
is no longer based on the use of a Tanner graph but on
iterative decoding with exchanges of extrinsic information
items between two decoders.
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FIG. 4 schematizes the operation of a decoder adapted for
decoding turbo codes.

Such a decoder 400 notably includes a first unitary
decoder 401 of a first correcting code and a second unitary
decoder 402 of a second correcting code linked to each other
by a first and a second interleaver 403, 404.

The detailed operation of such a decoder 400 is known in
the field and notably described in Chapter 7 of reference text
[1]. It is not the subject of the invention and will therefore
not be described in detail in the present patent application.

In summary, the decoder 400 operates iteratively accord-
ing to the following principle. For each bit of the code word
to be decoded, the first unitary decoder 401 is executed and
makes it possible to generate a first extrinsic information
item L, ., which is transmitted to the second unitary decoder
402, which in turn makes use of this information item to
decode the code word, and generate a second extrinsic
information item L, .. This second information item is
retransmitted to the first decoder 401 with the aim of
executing a new iteration of the decoder 400. The process is
continued with several successive iterations. At the end of
the last iteration, a decision is made by the second unitary
decoder 402 to obtain the decoded word.

The extrinsic information items exchanged between the
two unitary decoders, for each bit of the code word, are of
the same nature as the extrinsic information items
exchanged between the nodes of a bipartite Tanner graph.

Thus, to apply the method according to the invention to
the decoding of a turbo code, it suffices to replace the
extrinsic information item received by a variable node in the
course of the decoding of a LDPC code, by an extrinsic
information item exchanged between the two unitary decod-
ers 401, 402 in the course of the decoding of a turbo code.

On this subject, several variant embodiments are possible.

In a first variant, only the extrinsic information item L, _,
received by the second decoder 402 is taken into account for
the counting of the number of sign changes as described
previously for the case of LDPC codes. The sign changes are
counted upon the successive decoding iterations.

Indeed, since the making of a decision related to the
decoding is in fine performed by the second decoder 402, the
sign changes of the extrinsic information item received by
the latter give an indication of the reliability of the associ-
ated decoded bit. If many oscillations have taken place upon
the various successive decoding iterations, this indicates an
instability of the decision related to the value of the decoded
bit. In other words, the more oscillations of the extrinsic
information item there are, the more uncertain the actual
value of the bit.

In a second variant, the counting of the number of sign
changes can take into account both the extrinsic information
item L, ., received by the second decoder 402 and the
extrinsic information item L, _ | received by the first decoder
401.

In a third variant, the counting of the number of sign
changes can be replaced by the counting of the number of
times when, in the course of the successive decoding itera-
tions, the signs of the extrinsic information item L, _,
received by the second decoder 402 and the extrinsic infor-
mation item L, ., received by the first decoder 401 are
opposite. Indeed, when, for one and the same bit, the signs
of the extrinsic information items exchanged by the two
decoders in one half-iteration are opposite, this is also
indicative of an oscillation in the making of a decision on the
value of the decoded bit.

More generally, the criterion related to the number of sign
changes of an extrinsic information item exchanged in the
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course of the decoding iterations or to the number of sign
differences between two extrinsic information items can be
replaced by any equivalent criterion that represents the
oscillations of one or more extrinsic information items or of
one extrinsic information item with regard to another. Thus,
to apply the method according to the invention to the
decoding of another type of correcting code using another
type of message-passing algorithm than those described in
the two aforementioned examples, those skilled in the art
will know how to adapt the criterion to be used to the
intrinsic operation of the decoder used to develop an equiva-
lent criterion.

The decoding method according to the invention can be
implemented on the basis of hardware and/or software
elements. It can notably be implemented as a computer
program including instructions for its execution. The com-
puter program can be stored on a storage medium readable
by a processor.

It can be used in a context of transmission of a stream of
encoded data between an emitter and a receiver, the method
according to the invention being implemented by the
receiver.

It can also be executed on the basis of a stream of data
encoded and stored in a storage device.

The various steps of the method according to the inven-
tion can also be executed by a device comprising a processor
and a memory. The processor can be a generic processor, a
specific processor, an ASIC (Application-Specific Integrated
Circuit) or an FPGA (Field-Programmable Gate Array).
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The invention claimed is:

1. A method for iteratively decoding a code word of a
correcting code by an iterative decoding algorithm, which
for each bit of said code word, at least one extrinsic
information item is generated at each iteration, said method
including the following steps:

performing, at a decoding device, an initial step of decod-

ing based upon said iterative decoding algorithm,
simultaneously with executing said iterative decoding
algorithm, for each bit of said code word, producing, at
the decoding device, a criterion representing a number
of oscillations, during all successive iterations of said
iterative decoding algorithm, of at least one extrinsic
information item or of one extrinsic information item
with regard to another extrinsic information item,
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if the iterative decoding does not converge,

modifying, at the decoding device, in said code word,
only a value of the bit for which said number of
oscillations is highest, to produce at least one modified
code word,

performing, at the decoding device, an additional decod-

ing of said at least one modified code word based upon
said iterative decoding algorithm, and

outputting, at the decoding device, a decoded code word.

2. The method according to claim 1, in which the modi-
fying includes modifying a value of one bit of the code word
and the decoding the modified code word are iterated while
modifying, at each iteration, the value of the bit of said code
word for which said number of oscillations is highest among
bits whose values have not been modified in a previous
iteration.

3. The method according to claim 1, in which:

simultaneously with the additional decoding step, for said

each bit of said code word, producing a criterion
representing a number of oscillations, during all suc-
cessive decoding iterations, of at least one extrinsic
information item or of one extrinsic information item
with regard to another extrinsic information item,

the modifying a value of one bit of the code word and the

decoding the modified code word are iterated while:

i. preserving a modification or modifications of bit
values resulting from previous iterations, and

ii. modifying the value of the one bit of said code word
for which said number of oscillations is highest in
the additional decoding step carried out in a previous
iteration.

4. The method according to claim 2, in which the itera-
tions of the moditying a value of one bit of the code word
and of the decoding the modified code word are stopped at
an end of a given number of iterations.

5. The method according to claim 2, in which the itera-
tions of the moditying a value of one bit of the code word
and of the decoding the modified code word are stopped as
soon as the iterative decoding converges.

6. The method according to claim 2, in which, when the
iterative decoding converges to output the decoded code
word, the decoded code word is saved in a list of decoded
code words, the iterations of the modifying a value of one bit
of the code word and of decoding the modified code word
being stopped as soon as the list reaches a predetermined
number of elements.

7. The method according to claim 6, further comprising:

computing, at the processor, for each element in the list of

the decoded code words, a likelihood criterion, and
selecting, at the processor, the decoded code word that
optimizes said likelihood criterion.

8. The method according to claim 1, in which said
iterative decoding algorithm includes using a bipartite
graph, being a Tanner graph, comprising a plurality of first
nodes, being variable nodes, each variable node being
associated with one bit of said code word, said Tanner graph
further comprising a plurality of second nodes, being check
nodes, each variable node being connected to at least one
check node to receive an extrinsic information item from
said check node, said criterion representing the number of
oscillations being chosen to be equal to a number of sign
changes during all the successive decoding iterations, of an
extrinsic information item received by a variable node in the
variable nodes originating from a check node in the check
nodes.

9. The method according to claim 8, wherein a counting
of the number of sign changes of an extrinsic information
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item is carried out on all the extrinsic information items
received by the variable node originating from the check
node.

10. The method according to claim 8, wherein a global
extrinsic information item is computed based on all the
extrinsic information items received by the variable node
originating from the check node and a counting of the
number of sign changes of an extrinsic information item is
carried out on the global extrinsic information item.

11. The method according to claim 8, in which said
correcting code is a low-density parity-check (LDPC) code.

12. The method according to claim 1, in which said
correcting code is a turbo code, said iterative decoding
algorithm includes using a first decoder and a second
decoder configured to exchange with each other a first
extrinsic information item and a second extrinsic informa-
tion item, said criterion representing the number of oscilla-
tions being chosen to be equal to a number of sign changes,
during all the successive iterations of said iterative decoding
algorithm, of the extrinsic information item received by the
second decoder or to the number of sign changes, during all
the successive iterations of said iterative decoding algo-
rithm, of the extrinsic information item received by the
second decoder and of the extrinsic information item
received by the first decoder or to a number of sign differ-
ences, during all the successive iterations of said iterative
decoding algorithm, between the extrinsic information item
received by the second decoder and the extrinsic information
item received by the first decoder during one iteration or one
half-iteration.

13. The method according to claim 1, in which said code
word contains binary values and said modifying a value of
one bit of said code word includes inverting the value of said
one bit.

14. The method according to claim 1, in which said code
word contains soft values and said modifying a value of one
bit of said code word includes saturating the value of said
one bit to a positive maximum saturation value and to a
negative minimum saturation value respectively, to produce
two modified code words.

15. The method according to claim 14, wherein:

simultaneously with the additional decoding step, for said

each bit of said code word, a new step of producing a
criterion representing the number of oscillations, dur-
ing all the successive decoding iterations, of at least one
extrinsic information item or of one extrinsic informa-
tion item with regard to another extrinsic information
item, is carried out,

the modifying a value of one bit of the code word and the

decoding the modified code word are iterated while:

i. preserving a modification or modifications of bit
values resulting from previous iterations, and

ii. modifying the value of the one bit of said code word
for which said number of oscillations is highest in
the additional decoding step carried out in a previous
iteration; and

in which the iterations of the modifying the value of one

bit of the code word and of decoding the modified code
word are represented as a tree whose nodes each
correspond to a decoding iteration associated with one
of two saturation values from among a positive maxi-
mum value and a negative minimum value, said tree
being traversed either width-wise or depth-wise.

16. The method according to claim 15, in which, when the
decoding iteration associated with a node of said tree has
converged, child nodes of said node are not traversed.
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17. A system for receiving communications comprising:
a decoder device configured to:

14

tions for executing an iterative decoding method by a
processor of a decoding device, the instructions when
executed by the processor cause the processor to:

iteratively decode a code word of a correcting code using
an iterative decoding algorithm, which for each bit of
said code word, generates at least one extrinsic infor-
mation item at each iteration,

perform an initial step of decoding based upon said
iterative decoding algorithm,

simultaneously with an execution of said iterative decod-

5

iteratively decode a code word of a correcting code using
an iterative decoding algorithm, which for each bit of
said code word, generates at least one extrinsic infor-
mation item at each iteration,

perform an initial step of decoding based upon said
iterative decoding algorithm,

ing algorithm, for each bit of said code word, produce 10 simultaneously with an execution of said iterative decod-
a criterion representing a number of oscillations, during Ing .etllg.or ithm, for i?Ch bit ofbs aldfcode. l\l)v?'rd’ p? dgce
all successive iterations of said iterative decoding algo- a criterion representing a number of osciliations, during
rithm. of at least one extrinsic information item or of all successive iterations of said iterative decoding algo-
one extrinsic information item with regard to another rithm, Of at lgast one extrinsic 1nf0rmat10n item or of
extrinsic information item. 15 one extrinsic information item with regard to another

if the iterative decoding does not converge, i teﬁ(tr.lilswt.mfodrmag.on 1I1em, ‘

modify, in said code word, only a value of the bit for ! d?fl crative q ecod ng Zes n? conV;:rge, £ the bit f
which said number of oscillations is highest, to produce modify, 1n said code word, only a value of the bit or
at least one modified code word which said number of oscillations is highest, to produce

’ 20 at least one modified code word,

perform an additional decoding of said at least one
modified code word based upon said iterative decoding
algorithm, and

output a decoded code word.

18. A tangible non-transitory processor-readable record-

ing medium, on which a program is stored including instruc-

perform an additional decoding of said at least one
modified code word based upon said iterative decoding
algorithm, and

output a decoded code word.

#* #* #* #* #*



